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Abstract :  Virtual Machine (VM) migration is an important technology to support Infrastructure as a Service (IaaS). Traditional 

pre-copy and post-copy strategies could function well in LAN but will need considerable time to migrate between remote hosts in 

WAN. In this paper, we propose a prediction-based strategy to optimize cloud VM migration process over WAN. In this strategy, 

information about size increments of snapshots is used to determine appropriate time points for migration in order to reduce the 

downtime during migration. Specifically, we utilize Markov Chain Model to predict the future increasing speed of snapshots. And 

also use prediction based algorithm for predict the necessary of future migration machine in prior basis. 

 

 

IndexTerms: Virtual Machine, Prediction, Migration, Cloud Computing 

________________________________________________________________________________________________________  

I. INTRODUCTION 

 

Cloud computing helps enterprises take advantage of resources provided by large cloud service vendors. Typically, enterprises 

need to expand their IT capabilities during workload peaks; meanwhile migrating a VM to a cloud is a cost-efficient choice. As a 

result, attention is being attracted to live VM migration.The entire process of VM migration can be divided into three stages: the 

pre-copy, the down time and the synchronization stage [1]. During the pre-copy stage, a VM keeps running while the modified 

data is transferred [2]. After that, the VM shuts down and synchronizes the latest data [3]. In post migration, the VM resumes on 

the destination host before all the modified data is transferred [4]. So data on both sides should be synchronized. The durations of 

these three periods are important metrics and most of the migration strategies are designed for optimizing these metrics. There are 

three classic basic algorithms for VM migration, namely pure stop-copy, pre-copy and post-copy algorithm. Pure stop-copy 

algorithm is designed to shut down the VM and copy all its state to the destination host [5, 6, 7]. Although pure stop-copy 

algorithm can minimize the total migration time, it creates long down time. In order to reduce the down time, pre-copy algorithm 

is widely used. For example, Khaled Z. presents a pre-copy based algorithm on-line (OL) to provide minimal downtime [2]. Post-

copy algorithm is another way to reduce the down time pre-copy algorithm is widely used. For example, Khaled Z. presents a pre-

copy based algorithm on-line (OL) to provide minimal downtime[2]. Post-copy algorithm is another way to reduce the down time 

during VM Migrations work in the general Internet environment, and we can hardly transfer data through VPN. On contrary, the 

VM migration strategy we propose is suitable for the general Internet migration. Michael designs a post-copy based strategy using  

adaptive pre-paging across a Gigabit LAN [8]. Pre-copy algorithm and post-copy algorithm could reduce down time, but they 

both require a high bandwidth environment like LAN migration. While a VM running on a host, prediction base virtual machine 

migration work on a future forecast of a heavy traffic and then it migrate virtual machines from one data center to another data 

center. 

 

II.VM MIGRATION TECHNIQUES: 

A. Pre-Copy Memory Migration: 

 In pre-copy memory migration, the Hypervisor typically copies all the memory pages from     source to destination while 

the VM is still running on the source. If some memory pages change (become 'dirty') during this process, they will 

continue re-copied until the rate of re-copied pages is not less than page dirtying rate.[1] 

 

Fig 1. Pre-copy migration[1] 

B. Post-copy memory migration: 

Post-copy VM migration is initiated by suspending the VM at the source, by suspending the VM a minimal subset of the 

execution state of the VM (CPU registers and non-pageable memory) is transferred to the target. The VM is then resumed 
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at the target, even though most of the memory state of the VM still resides at the source. At the target, when the VM tries 

to access pages that have not yet been transferred, it generates pagefaults. These two faults are trapped at the target and 

redirected towards the source over the network. Such faults are referred to as network faults. The source host responds to 

the network-fault by sending the faulted page. Since each page fault of the running VM is redirected towards the source, 

this technique can degrade performance of applications running inside the VM. However, pure demand-paging 

accompanied with techniques such as pre-paging can reduce this impact by a great extent.[1] 

 

 

 

Fig 2. 

Post-

copy 

migration [1] 

  III.VM MIGRATION GOALS: 

A. Server Consolidation:  

Server consolidation algorithms are required to decrease server sprawl in data centers. Such algorithms are in actual the 

VM packing heuristics attempt to pack whatever number VMs as would be prudent on a PM so that asset utilization is 

enhanced and unused or under-used machines could be turned off. This brings about reduced power consumption and in 

this way decreasing general operational expenses for data center administrators.[3] 

 

B. Load balancing:  

This decreases the imbalance of resource use levels over all the PMs in the group. This keeps a few machines from getting 

over-burden in the vicinity of lightly loaded machines with sufficient extra limit. Movement could be utilized to adjust the 

framework. The general system load could be adjusted by moving VMs from over-burden PMs to under-loaded PMs.[2] 

     

C. Hotspot & Cold spot Mitigation:  

Typically, a higher resource utilization esteem near greatest is situated as the upper limit and a low resource use worth is 

situated as the lower edge. PMs having resource utilization values past the upper limit are said to have shaped hotspots, 

and whose use values underneath the lower edge are said to have structured cool spots.[3] 

 

 

IV. PROPOSED MECHANISM: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Flowchart of proposed work 

 

 Algorithm Steps: 

PM: Physical Machine     

VM: Virtual Machine     

Step 1:Repeat: Regular Interval 
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Step 2:For PMi to PMn 

 For VMi to VMn 

  Fetch(CPU,RAM)usage 

 Store (OBase) 

 End for 

   End for 

  

Step 3: Fetch Slotwise predicted VMs 

Step 4: Check for availability 

 If available 

 Then  

 Migrate Vms 

 Else  

 End 

Step 5: End Repeat 

Every time it find usage factor from OBase, Baased on the usage factor process pool of VM need Migration. Migration VM 

for underloaded VM. 

 

V. SOFTWARE REQUIREMENTS: 

 

 Amazon EC2 

 Eclipse 

 Amazon S3 

 PyCharm 

 Anaconda (3.0): 

VI. IMPLEMENTATION RESULT: 

 

 SVC 

In SVC data points are mapped from data space to a high dimensional feature space using a kernel function. In the 

kernel's feature space the algorithm searches for the smallest sphere that encloses the image of the data using the Support 

Vector Domain Description algorithm. This sphere, when mapped back to data space, forms a set of contours which 

enclose the data points. Those contours are then interpreted as cluster boundaries, and points enclosed by each contour 

are associated by SVC to the same cluster. 

This model gives 97% accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4 SVC 

 Linear Regression: 
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In statistics, linear regression is a linear approach to modelling the relationship between a scalar response (or dependent 

variable) and one or more explanatory variables (or independent variables). The case of one explanatory variable is 

called simple linear regression. For more than one explanatory variable, the process is called multiple linear 

regression. This term is distinct from multivariate linear regression, where multiple correlated dependent variables are 

predicted, rather than a single scalar variable [18]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5: Linear Regression 

 

In our model we implemented linear regression model to predict the data and check the accuracy. Here is the result of the 

data set by applying model. Here the model is accurate by knowing its p value which is very low. 

 

VII. CONCLUSION 

 

For optimizing VM migration over WAN, we propose a prediction-based strategy which can forecast the increasing curve 

of snapshots about VMs. Our main contribution is to predict the increments of VM snapshot and select the proper segment 

to shut down the VM which minimizes the VM down time. Compared with two migration strategies, the evaluation shows 

that our PB strategy works well and stably during migration, which minimizes the down time among all the strategies. In 

the future, there are two parts of work we can focus on. 

In Future we will try to make the dynamic migration over WAN, with low downtime or without interrupting the 

system. We will use prediction algorithm to predict overload before some time. We will migrate the virtual machine 

from one region to another. 
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